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ABSTRACT 

Machine learning gained a significant position in healthcare 

services (HCS) due to its ability to improve the disease prediction 

in HCS. Machine learning techniques and artificial intelligence 

have already been worked in the HCS area. Recently, diabetes is a 
notable public chronic disease worldwide. It is growing rapidly 

because of bad lifestyles, taking more junk food and also lake of 

health awareness. Therefore, there is a need of framework that can 

effectively track and monitor people’s diabetes and health 
condition within an application view. In this study, we proposed a 

framework for real time diabetes prediction, monitoring and 

application (DPMA). Our objective is to develop an optimized 

and efficient machine learning (ML) application which can 

effectually recognize and predict the condition of the diabetes. In 
this work, five most important machine learning classification 

techniques were considered for predicting diabetes.  However, we 

use different evaluation criteria to investigate the performance of  

these classification techniques. In addition, performance 

measurement of the classification techniques was evaluated by 
applying the 10-fold cross validation method. The analysis results 

show that Naïve Bayes achieved highest performance than the 

other classifiers, obtaining the F1 measure of 0.74. 
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1. INTRODUCTION 
Diabetes Mellitus (DM) is defined as a group of metabolic 

diseases in which humans have towering blood sugar levels.  

Diabetes is a prolonged disease that happens when the body 
cannot efficiently use the insulin it generates. As a result, the 

disease increase the risk of malfunction of different organs, 

especially the eyes, kidneys, nerves, heart, and blood vessels [1]. 

According to the report of World Health Organization (WHO) 

diabetes will be the seventh prominent cause of death by 2030 [2]. 
About 642 million adults (1 in 10 adults) are projected to have 

diabetes in 2040 [3].  The deaths of around 1.6 million people 

were completely affected by diabetes in 2015 and 2.2 million 

deaths due to high blood glucose in 2012 [4]. Diabetes Mellitus do 
not depend on the age, it can happen with people anytime. There 

are three types of diabetes [4]: i) Juvenile or childhood diabetes 

(type 1 diabetes), ii) Type 2 or adult diabetes iii) Gestational or 

type 3 diabetes. Gestational diabetes is hyperglycemia which 

occurs because of the change in hormones  during pregnancy. 
Generally, type 1 diabetes happens due to the lack of insulin 

production and it is diagnosed in people of young age [4]. Type 2 

is a very familiar form of diabetes, and it contains a huge volume 

of people from around the world [5]. Type 2 mostly causes 

surplus body weight and physical disuse. Whatsoever, type 1 and 
type 2 diabetes cannot be cured properly. But, early diagnosis and 

simple lifestyle can prevent it. Moreover, there are different new 

cases of diabetes arises from the developing countries  [5] where 

shocking amounts of diabetes affected people are from 

Bangladesh which is projected to climb up to more than 16 
million by 2020 [6]. 

In last few decades, data has been elevated in a vast scale in 

diverse arenas [7] [8] including medical fields. Machine Learning 

is a discipline that aims to solve different important biomedical 

problems [9] [24]. The machine learning based classification 
techniques are the most operative methods for both real-life and 

scientific problems [10]. The use of these classification based 

approaches in the diagnosis and cure of diseases can significantly 

decrease medical errors and human costs. As described in the 

study [11], machine learning based classification techniques have 
prospective performance in prediction accuracy as compared to 

other algorithms for data classification. Data classification 

accuracy may vary conditionally on different machine learning 

techniques.  Many of the researchers have been focused on 

diabetes from various perspectives of their works where most of 
the study discussed the classification techniques for diabetes 
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prediction and its accuracy [11] [12]. However, the author’s 

acknowledgement, no one has referred to the real time diabetes 

prediction with an application using various algorithms and 
techniques. This paper main aspect is to obtain more efficient 

results and reduce the cost of diagnosis in the Health Care 

Services. Therefore, the aim of this study is to evaluate the 

performance of different machine learning (supervised learning) 

classification techniques for the classification of diabetic affected 
or not. We use six classification techniques, Artificial Neural 

Network (ANN), Support Vector Machine (SVM), Decision Tree 

(DT), Random Forest (RF), Logistics Regression (LR) and Naïve 

Bayes (NB). We explore the performance result of different 

techniques where the performance is evaluated by various 
standards, such as accuracy, precision, true positive rate (TPR), 

true negative rate (TNR), F-score. Moreover, the most accurate 

classification technique is donated for diagnosis of such disease 

with proposed unified framework. 

The rest of the paper is organized as follows, section 2 presents 
the details about data set, proposed methodology and describes the 

workflow of proposed system. Section 3 describes the 

classification algorithms. Section 4 illustrates the analysis results 

and evaluation technique on performance measurement. Finally, 

the conclusions are made in section 5. 

2. MATERIALS AND METHODOLOGY 

2.1 Datasets 
The Prima Indian Diabetes Dataset has been used in this study, 

provided by the UCI Machine Learning Repository. The dataset 

has been originally collected from the National Institute of 

Diabetes and Digestive and Kidney Diseases [13]. The dataset 
consists of some medical distinct variables, such as pregnancy  

record, BMI, insulin level, age, glucose concentration, diastolic 

blood pressure, triceps skin fold thickness, diabetes pedigree 

function [14] etc.  This dataset has 768 patient’s data where all the 

patients are female and at least 21 years old.  The number of true 
cases are 268 (34.90%) and the number of false cases are 500 

(65.10%), respectively, in the dataset. In the following we chose 

eight distinct parameters for data prepossessing such as, 

I) Pregnancies: Pregnancy records 

II) Glucose: Plasma glucose concentration (2hrs in OGTT) 

III) Blood Pressure (mm Hg) 

IV) Skin Thickness: Triceps with skin fold thickness (mm) 

V) Insulin: Patients, 2-Hour level of serum insulin record 

VI) BMI 

VII) Diabetes pedigree function 

VIII) Age: Age (years) 

2.2 Proposed Framework for Diabetes 

Prediction 
In this section, the proposed unified framework has been  

presented. The framework is then further introduced by focusing 

on the machine learning based prediction. In addition, this section 
provides a closer look into the real time prediction for diabetes 

patients. The proposed machine learning based unified 

architecture for diabetes prediction is shown in Fig. 1. Motivated 

by the significance of future machine learning based disease 

predictions, this paper considers classification techniques as well 
as pre-trained model and real time data prediction service to 

develop an efficient solution for real time prediction, monitoring, 

and application of machine learning based d iabetes prediction. 

The author’s contributions of the paper are summarized as follows:  

 

Figure 1. Proposed framework for diabetes prediction, 

monitoring and application of machine learning. 

 A framework for diabetes prediction, monitoring and 

application (DPMA) of machine learning is proposed. 

The proposed framework helps in efficient decision-

making process and provides an effective solution for 
diabetes prediction and monitoring.  

 Considering the enormous growth of the disease data, 

the proposed model aims to handle this issue effectively 

by cloud application.   

 Most of the study do not consider the F-score, precision, 

and recall.  However, our study provide average 

prediction of classification model by considering the F-

score, recall and precision. 

The proposed DPMA framework for the prediction system is a 

part of real Health Care Services (HCS). We decided to interpret 

the diabetes prediction results into an application level view. As 

shown in Figure 1, the health tracking devices and sensors are 

used in order to generate different types of health data such as 
blood pressure, step count, checkup history etc. The health 

sensing and tracking devices are connected to each local 

processing platform (LPP) or smart phone, which are able to 

process data from the sensing devices [15]. Once the data is 

processed by an LPP or a smart phone, it can be sent to the cloud 
application phase. In the cloud application phase, the processed 

data from LPP are stored and analyzed with ML kit (training 

algorithm), and evaluated by the pre-trained model (trained data) 

for more accurate real time diabetes prediction. Moreover, the real 

time prediction service users can see and be notified with their 
daily health activities and even record them among their smart 

devices or mobile phones.  

3. DISCRIPTION OF THE 

CLASSIFICATION ALGORITHMS 

3.1 Artificial Neural Network (ANN) 
Artificial neural network (ANN) is an important machine learning 

technique for biological research. In machine learning, ANN is a 

convenient computational model which works similar to 
biological neurons [16]. Elementary structure of ANN is a 

collection of linked nodes. Moreover, these nodes help to perform 

as neurons in ANN, considering the nodes are connected by a link 

and each link has some weight. ANN mainly organized into three 

layers; i) Input layer (nodes can take input data), ii) Hidden layer 
or processing stage (processes the input data from input layer) and 

iii) output layer (results are sent from the hidden layer). In 
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addition, the result of output layer in each node is called its 

activation or node value [17]. 

3.2 Support Vector Machine (SVM) 
Support vector machine (SVM) is a supervised learning algorithm 

which is based on linear classification. SVM work well for many 

health care problems and can solve both linear and non-linear 
problems. In order to solve the regression and classification 

problems efficiently SVM perform better than other classification 

techniques. Therefore, Vladimir Vapnik and Alexey Chervonenkis 

[18] [19] introduced the support vector machine classification 

technique which is attempt to pass a linearly separable hyp erplane 
to classify the dataset into two classes. Finally, the model can 

undoubtedly estimate the target groups (labels) for new cases. 

3.3 Logistics Regression (LR) 
Logistic Regression was mostly used in the biological research 

and applications in the early 20th century [20]. Logistic 

Regression (LR) is one of the most used machine learning 

algorithm that is used where the target variable is categorical. 

Recently, LR is a popular method for binary classification 
problems. Moreover, it presents a discrete binary product between 

0 and 1. Logistic Regression computes the relationship between 

the feature variables by assessing probabilities (p) using 

underlying logistic function. 

3.4 Decision Tree (DT) 
Decision tree (DT) is one of the popular supervised learning-

based classification algorithms in Machine Learning. DT can be 

used for both classification and regression problems. Moreover, 
DT is a classification technique which breaks a dataset into 

smaller subsets or a composite decision into a union of several 

easier decisions, at the meantime, the final solution with 

associated decision tree is incrementally developed [21]. 

3.5 Random Forest (RF) 
Random Forest (RF) is a well-known supervised classification 

algorithm which is able to perform both regression and 

classification. RF has been first proposed by Leo Breiman [22]. In 
general, RF constructs several decision trees and combines them 

together to acquire more accurate and efficient prediction. These 

techniques add an extra layer of randomness to bagging. 

Moreover, the random-forest algorithm fetches a subset of 

predictors randomly preferably at the node where the trees splits. 

3.6 Naive Bayes (NB) 
Naive Bayes classifier is a simple but most operative algorithm 

for the classification problems. Naive Bayes are statistical 
classifiers that works by making a hypothesis of conditional 

independence with the training datasets [23]. Henceforth, Naive 

Bayes classifier is the appropriate classification technique that 

verdicts best solution for a dataset from a pool of different objects. 

4. RESULTS AND DISCUSSION 

4.1 Measurement of Classification Techniques 
In this study, we used 10-fold validation technique to measure the 

performance of each classification algorithm. Performance of all  

the classification algorithms are assessed by different statistical 
measurement aspects such as accuracy, sensitivity, specificity, 

NPV, PPV etc. These classification measurement factors are 

calculated by the terms: True Positive (TP), False Positive (FP), 

True Negative (TN) and False Negative (FN). Here, 

True Positive (TP): Prediction results are yes and the patient have 

diabetes. 

True Negative (TN): Prediction results are no and the patient do 
not have diabetes. 

False Positive (FP): Prediction results are yes but the patient do 

not actually have the diabetes (Also known as a “Type 1 error”). 

False Negative (FN): Prediction results are no but the patient have 

diabetes (Also known as a “Type 2 error”). 

The computation formula of the measurement factors are as 

follows, 

Accuracy in classification problems is the ratio of correct 

predictions made by the model over all kinds of suitable 

predictions completed. 

Accuracy =   
       

             
                            

True positive rate, sensitivity, or recall defined here is a measure 
that tells us what ratio of positive instances that actually have 

diabetes with the actual positive instances (patient having diabetes 

are TP and FN). 

TPR= Sensitivity = Recall =   
  

       
                                                                                               

True negative rate or specificity is a measure which defines the 

ratio of the patients that do not have diabetes, and also predicted 
by the model as non-diabetes. In addition, specificity is the 

suitable opposite of recall. 

Specificity = TNR =  
  

       
                                                                                                             

Positive predictive value or precision is the number of accurate 

positive scores divided by the number of positive scores predicted 
by the classification algorithm. 

Precision =  
  

       
                

F1 measure is a weighted average of the recall and precision. For 

the good performance of the classification algorithm, it must be 

one and for the bad performance, it must be zero. 

F1=  
                    

                
     

4.2 Analysis of the Results 
In this experiment, we conducted different analysis to evaluate the 
6 machine learning classification algorithms for diabetes 

prediction.  

 

Figure 2. Heat map for checking correlated columns. 
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From the Prima Indian Data set, 268 true samples and 500 

negative samples were taken into analysis. We split the diabetes 

data set into two parts where the training set contains 70% and the 
test  set contains the remaining 30% of the data, where, training 

true: 188 (35.01%), training false: 349 (64.99%), test true: 80 

(34.63%) and test false: 151 (65.37%). Moreover, the dataset was 

also checked to verify the correlated features in order to drop the 

redundant columns.  We found that the skin and thickness 
columns are correlated with 1 to 1. Therefore, we dropped the 

skin column. The heatmap shown in Figure 2 appear to have no 

correlated columns. 

Figure 3 shows the performance of 6 supervised machine learning 

techniques for diabetes prediction. Here, NB and SVM 
outperformed the other classification techniques in terms of 

accuracy by obtaining the highest accuracy as 74% and 73%, 

respectively. However, the artificial neural network exhibits 

lowest performance than the other classification algorithms. 

 

Figure 3. Classification accuracy using ML algorithms. 

4.3 Performance Evaluation 
The 10-fold cross validation approach is used to evaluate the 

performance of the prediction model. Predictions of all the 

machine learning classification algorithms are presented in figure 
4, which clearly indicates that Naïve Bayes and SVM exhibits the 

highest performance and ANN shows the lowest performance than 

the other 5 classification algorithms in terms of the four 

measurement factors: specificity, recall, precision and f1 measure. 

 

Figure 4. The figure shows the performance of classification 

techniques on specificity, precision, recall and f1 measure. 

Table 1 illustrates the different classification measures. Such as 

accuracy, sensitivity, specificity, precision, and f1 measure. 

Table 1. Classification performance measurements 

Measurement 

Techniques 
NB RF LR ANN SVM DT 

Accuracy .74 .71 .70 .68 .73 .71 

Precision .74 .70 .70 .67 .73 .71 

Sensitivity .74 .71 .71 .68 .74 .71 

F-1 .74 .71 .71 .67 .73 .72 

Specificity .54 .44 .61 .41 .44 .57 

 

 

Figure 5. ROC for diabetes prediction of machine learning 

classification techniques. 

All the machine learning classifiers show the accuracy level of 

nearly 75%, which indicates that the performance of these 
techniques are pretty well. F-1 measure indicates (NB, SVM, DT, 

LR and RF) that the five-classification techniques mostly predict 

accurate results. From the above discussion, it is important to 

know about the Receiver Operating Characteristics (ROC) curve, 

which is based on the true positive rate (TPR) and false positive 
rate (FPR) of these classification results. The ROC curve is 

presented in Figure 5. 

In summary, we highlight the research directions and scope in 

relation to Health Care Services (HCS) and Bio-medical fields by 

machine learning classification techniques, which has emerging 
impact in medical sector. Hence, disease prediction by machine 

learning classification algorithms should be improved. We 

describe the most popular machine learning classification 

techniques and proposed a unified framework for diabetes 

prediction that require further research in terms of machine 
learning based disease prediction. 

5. CONCLUSION 
The main contribution of this study are as follows; first, we 
compare the performance of the six-machine learning 

classification techniques and evaluated their performance using 

the 10-fold validation technique. Secondly, we proposed a 

framework for diabetes prediction, monitoring and application 

(DPMA). In general, multiple machine learning classifiers should 
perform better than a single machine learning classifier. The 
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experimental results show that the highest classification accuracy 

is 74% and highest F1 measure is 0.74, respectively . In addition, 

this application is able to classify the patients based on their 
diabetes level by collecting real time data from various Health 

Care Services, such as medical diagnose center, hospital, health 

tracking devices and sensors etc. We are currently developing a 

mobile application for predicting and monitoring diabetes for new 

and old patients. Hence, this application represents a promising 
tool to aid the stratification of diabetes patients. 
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